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Construction of Stationary Sets Via Kuznetsov Measures

By

P. J. Fitzsimmons

and

Michael Taksar

ABSTRACT

In this paper we give a simple and comprehensive approach to the stationary re-

generative sets, based on the Kuznetsov measure associated with an increasing process

with independent increments and Lebesgue initial distribution. The range (closure

of the image) of such a process with independent increments form a stationary regen-

erative set on the entire real line. We show that the underlying distribution of the

regenerative set is finite iff the expectations of the increments are finite.
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1. Introd:'ction.

A regenerative set is a set which form a probabilistic replica of itself after

each stopping time which belongs to this set. The theory of regenerative sets was

of a considerable interest for quite a while. Such sets are associated with visiting

times of a point by a strong Markov process. Any such set can be obtained as a range,

i.e., closure of the image, of a process with independent increments or a subordinator

(see Maisonneuve [7], [8]).

Recently, there were several publications investigating stationary regenerative

sets on a real line. They correspond to visiting times of a point by stationary

strong M-rkov processess. In a seminal paper by Taksar [13] it was shown that all

such sets are in one-to-one correspondence with the limiting ranges of the subor-

dinators having finite expectations. The construction first employed consisted of

taking the range of the process with uniform on [-2n, - n] initial distribution and

passing to a limit as n

Future generalizations and developments of the theory of regenerative sets were

done inMaisonneuve [9], Fitzsimmons, Fristedt and Maisonneuve [1], Taksar [14]. In

Maisonneuve [9] construction of stationary regenerative sets where done via obtaining

a stationary distribution for the semigroup of the "residual life" process associated

with the jumps of a subordinator.

The regenerative sets studied so far had finite underlying distribution P. In

recent years, however, a new type of Markov processes emerged for which the under-

lying "probability measure" P is not finite but a-finite. Accordingly, the visit-

ing sets associated with such processes have infinite underlying distribution.

In this paper we present a simple method of construction of stationary regener-

ative sets which deals both with finite and infinite underlying distribution. We

consider the Kuznetsov measure on the space of all trajectories Y. associated with
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the transition function of a subordinator and Lebesgue invariant measure. Then we

consider, the first hitting time T of the positive half line by this process. The

joint distribution of T and the range N1 of Y is o-finite and could be represented

as a product of two measures. The second multiplier in this product gives us the

distribution of a stationary regenerative set.

The paper structured as following. In section two we give general properties

of subordinators which are necessary for a construction of stationary sets. In the

third section we study the range of the staionary subordinator with Lebesgue one-

dimensional distribution. We show how to obtain a stationary regenerative law

via the distribution of the stationary subordinator. In the last section we prove

that -NI has the same law as M.

2. Generalities.

In our notations and difinitions we follow Maisonneuve [9], Fitzsimmons,

Fristedt and Maisonneuve [1] with corrections made in Maisonneuve [10].

We denote by o a collection of all closed sets of R. For E° , t E P put,

assuming inf 0 + .

d (w0 ) = inf{s>t:sEw °}, r (w') d (W°) -t
t t t

t (w') = (w°-t) n ]0,-[ = fs-t:s °WO,s>t},

where the bar over a set stands for the closure of the set. We denote by G (Go re-
t

spectively) the i-field generated by ds, s E I (d , s !t respectively). The

process d is an increasing cad-lag process optional with respect to G, subject to
t

dt > t. Knowing dt, one can reconstruct w' by the formular = tlR:dt =t}.

We will call a random set on a space (Q,F) a measurable mapping

M1: ( , ) °, ° )
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The process D = dt 0 M and R = r - M are cad-lag and measurable as well as
t t tA

N1t =t 0 M, that is the mapping (tow) - Mt( j), t !_ + - is a measurable mapping of

((Ru{w)x,S u{+×xF) into (Q°,Go ) .

Let (2,F,P) be a probability space with a-finite measure P and let Gt be a

filtration of F.

(2.1) Definition. A random set M on (R,F,P) is regenerative if the process

Dt = dt o M is adapted to Gt and there exists a probability measure P on (Q°,G)

with P 0( r) = I such that for all t E IR and all f E bG° (the set of bounded

?~ measurable functions).

(2.2) P{foM D IG I P 0f.
t

The measure P is called the law of regeneration.

Let (Xt,P x) be a subordinator on (Q,F) that is an increasing process with

independent increments with respect to a filtration Ht' and transition probabilites

x
PX. It is characterized by a nonnegative constant X and measure E on ]0,-[ such

that Il(xAl) < -. For such a process

(2.3) PeXt} e-tg ( ,

where

(2.4) g(s) = Xs + f(1-e-SX)f(dx).

0

The range M() IR is a regenerative set with respect to the filtration

G H, , wheret Lt

T = inf{u>O:X >t}
ant u

and the law of regeneration P0 .

..- .. ........
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Let U(x,F) be the potential kernel of the process X:

(2.5) U(x,r) x)dt}.

0

In view of obvious relation

(2.6) Px{f(Xt)} = P {f(X tx)},

we have that

(2.7) U(x,F) U(r-x),

where U(P) = U(O,F). From (1.3) and (1.5), using Fubini's theorem , we get

-s -
(2.8) fe-U(dx) = g(s) s > 0.

0

Let 6x denote a unit measure concentrated at the point x, and m be the Lebesgue

measure.

(2.9) Proposition. Let

(2.10) (P) = X6 (r) + ff]x,-[dx.
r

Then

.o1

(2.11) Su(x,r),T(dx) = m(frn+)

0

Proof. Take Laplace transform of the measure in the right hand side of (2.11).

By (2.7) and (2.8)

', s . " , " . " % % ' , # O .'w" , - , ' " " . 1 ." # " , . 4 4 -'4 . . '



-5-

fe-SYfu(x,dy)7(dx) : fT(dx)fe-SYU(x,dy)

0 0 0 x

= fr(dx)e-SXfe-SZU(dz)
0 0

= g(s) lfe-SXTr(dx) = g(s) -l( X +fe - sxl]x,[dx )

0 0

"l-rf-l l--sx )  -l
= g(s) (X+j (l-e )f(ds)) = s

0

Thus the Laplace transform of the right hand side of (2.11) equals the Laplace

transform of the left hand side.

Lot W be the set of all trajectories Yt, -M < t < + - endowed with the

x
Kolmogorov a-field F. Let P be a family of transition probabilities on

The next theorem is a particular version of the result of Kuznetsov [6].4'.-
(2.12) Theorem. Let n be a o-finite measure on IR invariant with respect

to the transition probabilities P X. Their exists a a-finite measure Q on (Vi,F)

under which Y , - < s < + - is strong Markov and stationary with transition proha-s

hilities pX and one-demensional laws n. The measure Q is finite iff n(IR) <

We apply this theorem to Lebesgue measure m and transition probabilities px

of a subordinator. We call Q the canonical Kuznetsov measure for the subordinator.
m

l~i: :ea iure will be our main tool in description of ;tationarv ,, .

A.4i
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3. Construction of stationary regenerative sets.

Let (X,Px) be a subordinator and Q = Q be the canonical Kuznetsov measure
m

on (W,F) associated with this subordinator. Let (W,F,Ft YtQ) be the corresponding

stationary Markov process and o be the shift operator in W such that Y 3 = Y .
" 5 t S t+5

Let T be a F-measurable random variable, where F is a Q-completion of F.

We call T intrinsic if T = u + T o u for each u E R.u

(3.1) Pruposition. Let S and T be two intrinsic times and let A E F be an
-1

invariant event that is a- A= A for all u E R. Let and P be any two nonnegative
U

Borel functions on R such that

fO(t)dt : fv(t)dt
IRR

Then

Q{i(S);A)} : Q{f(T);A)

Proof. Put

a : f)4jt)dt f p(t)dt > 0.

-1
then, using Fehuini's theorem and the relation Q u Q

-a *w a - -a- * *%', ,' .-. ' .- ,.-. .,.' .- ,' -.-.-.-.- -
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a Q{W (S);A} QfP(S) JXP(T~u);A}

fQp (S (T+u);Al du

R

= a Q{ (T);A}

Put

Ts= infft>--':Y >S1

Since Y is a.e.Q increasing process, it is clear that T is an intrinsic time.

Consider a random set NI on (W,F)

3.Theorem. There exists a .i-finite measure P son 21such that for each

A Gand each B 5R

Q( B (T I~ =' m(B)P sA}
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Proof. 1 Let Q be the law on R x 20 of (T,M) under Q. Then for f bcbB and

g bG, g h(r ,r ,.... ,r ). Then (we put T = T below).

(3.3) Q{f(s)g(w0 )}= Q{f(T)h(Y TsY s2 Y }

T) T TT"' ". =Q{f(T~u)h(YT 'YT' '''T )} = Q{f(x~u)g( )}.
s s 2 s
1l n

The second equality in (3.3) is due to the stationarity of the process Y under the

measure Q. By virtue of Getoor [3], Q can be represented as

(3.4) Q=m xP

where P is a Z-finite measure on S (i.e., P is a countable sum of finite measures)s s

* 2. Because Y is an increasing process and because Q{T=t}=O, we have
t

Qff(Y ),T<ti= Q{f(Y ),Y >0 = m{1O f.
t, t t

Let

,J(F) QIYT F,O,_T<1}.

By virtue of S.5) and Theorem (2.4)(iv) of [23

m{1R f} = U(f)

where U is the potential kernel given by (2.5).

4-VI

_4,- .:i..: ; ; ; : : : i : : : ' : : " - - "-..- " - . . - - . . . - -

--4. , . . _ , - . - . . . - . . . - , . J
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In view of Proposition (2.9)4

(. b)~,

In view of (3.b) and Theorem (2.4)(i) of [2]

(3.7) QfY *,TJ} = m(F)C2(A).
T

3. By' virtue of (3.4) and Fubini's theorem

(3.8) P s {A) = ~(T) ;M(Y. )-All

*for anv A G and any b R ~ 0 such that

4(t)dt -I

IR

Let B and A = r (w )~. Substituting in (38,we have

5 s

* (s.9)

- j _lx,%(tV-(dx~dti?

F he second equality in [S.9) Ls due to 357) Relation (3.9) shows that P is a

* ~ -finite measure.

3.I1)) Prop~osition. For any s, t llR
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Proof. Let P =P 0* Since M(Y.oa ) (M(Y.) we get that A ={MEI'} is an invariant

set. By virtue of (3.8) and Proposition (3.1)

P s{r} Q{ip(T s);A}

=Qftp(T 0);A} = P 0{f} = Pfri.

(3.11) Theorem. The random set M(wo) = on (Q0,F0,P) is a stationary regenerative

set with respect to the filtoration Gt = j(rs,s!5t) with the law of regeneration P0.

The measure P is finite iff

* bO

(3. 12) fxnl(dx)
0

Proof. 1. Let 9 :20 Q0,O (wo) w- - x and :W- W,(p (Y.)) = Y -x. Thenx x x x tt

N1( (Y.)) = 9(M(Y.)),

* (3.13)

T s( (Y.)) =T S+(Y.).

Since both the initial distribution (the Lebesque measure) and the transition proba-

bilities P xare spatially L,variant, we have

x

for any x E IR. Therefore, using (3.13),

P{6 A) = Q{ p(T );~~EA}
x O x

(3.14) = Qf p(T _ X ,;NI- ~xEA}

= Q{p(T_ );NIEA} P_ P IA}.



-11 -

By virtue of Proposition (3.10), P = P, therefore (3.14) equals P(A). This shows~-x

that P is the law of a stationary set.

2. Let f E bG and A E Go. Then {M(Y.)EA}EF Using the strong Markov property

forY

P{fOMD ;A} = Q{fi(T0)f(MD );M(Y.)EA}

(3.15) = Q{p(T0 )P 0{f};M(Y.)EA} = P{P 0{f};A}

= P{A}P .ff.

In view of stationarity, (3.15) will hold if D0 is replaced by Tt. The latter

shows that P has regenerative property with the law of regeneration PO.

3. In view of (3.9) and Proposition (3.10)

P(001 = P(r Ei} = T( R)

5

= X + fnl]x,-dx = X + fxflldx).

0

Thus P(f } < - iff (3.12) holds.

4. Reversability properties of regenerative sets

For simplicity we will consider here only perfect regenerative sets. Discrete
'p.

case is treated similarly. For this sets the regenerative law P is the law of a

strictly increasing subordinator.
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(4.1) Theorem. If M is a stationary regenerative set then -M has the same law as M.

Proof 1. Consider the process (W,F,F ,Y,Q) which generates the set M.
t

LetY =-(Y (-t) -  Put

T = inf{t:Y >01 = -sup{t:Y t<0}

(4.2)
= -sup{Y t<0 = -inf{Yt> = - a.s. Q

The third and the fourth equalities in (4.2) hold because Y is strictly increasing

a.s. Q.

2. Simple calculations show that Y is a Markov process with the same one-

dimensional distributions and potential kernal U as Y t Thus it has the same law

as Y Let (x) = .S exp -Ixi. Let NI = M(Y.). Then NI = -MI; and by virtue of (3.8)~t-

P{NMI} = Q{l(T 0);M(Y.)EA}

= Q{((-T );M(Y.)EA)

= Q{ ( T);-M(Y)EA} = P{-NIEA}

The latter shows that NI and -M have the same distribution.

SII
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